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ABSTRACT
This paper explores the application of three different port-
folio formation rules using standard clustering techniques—
K-means, K-mediods, and hierarchical—to a large financial
data set (16 years of daily CRSP stock data) to determine
how the choice of clustering technique may affect analysts’
perceptions of the riskiness of different portfolios in the con-
text of a prototype visual analytics system designed for fi-
nancial stability monitoring. We use a two-phased exper-
imental approach with visualizations to explore the effects
of the different clustering techniques. The choice of cluster-
ing technique matters. There is significant variation among
techniques, resulting in different “pictures” of the riskiness
of the same underlying data when plotted to the visual ana-
lytics tool. This sensitivity to clustering methodolgy has the
potential to mislead analysts about the riskiness of portfo-
lios. We conclude that further research into the implications
of portfolio formation rules is needed, and that visual ana-
lytics tools should not limit analysts to a single clustering
technique, but instead should provide the facility to explore
the data using different techniques.
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1. INTRODUCTION
Monitoring threats to financial stability is not a single-input
operation. It typically requires integration and analysis of
numerous datasets, which may have many data points and
many attribute dimensions. Techniques from data science
may help alleviate some of the resulting information-processing
burdens for macroprudential supervisors. Cluster analysis
groups similar data objects into clusters where the classes
or clusters have not been defined in advance [1]. A cluster
of data objects is thus a form of data compression [2]. In
finance, clustering can segment stock data into portfolios for
additional analysis. In this paper we explore the application
of different clustering techniques to a large financial data set
(16 years of daily CRSP stock data) to determine how the
choice of clustering technique might affect an analyst’s per-
ception of the riskiness of different portfolios in the context
of a prototype visual analytics system designed for financial
stability monitoring.

The results in this paper are preliminary. Our prototype
visual analytics tool draws upon only two of many available
approaches to the financial stability risk monitoring. A com-
parative analysis of different financial stability risk analysis
methods is available at Bisias et al. [3]. Also, our clus-
terings of stocks do not use traditional portfolio allocation
rules, which incorporate a wide range of practical goals and
constraints, such as retirement planning, formal investment
mandates, tax laws, etc.[4]. For present purposes, “port-
folio” simply means a group of stocks that exhibit similar
characteristics across a range of dimensions (e.g. ask price,
bid price, returns, etc.). We apply standard clustering algo-
rithms to daily equities data to determine these portfolios.

The point is to demonstrate the sensitivity of visual ren-
derings of overall portfolio risk to plausible variation in the
portfolio-selection rule. That is, the different clustering tech-
niques place individual data objects (e.g., stocks) into differ-
ent clusters (i.e. create different aggregations, or portfolios)
from the same dataset. We hypothesize that this may affect
analysts’ perception of levels of risk for particular portfolios
(and the data objects that comprise them) in the context of
a visual analytics system—the RiskMapper tool—designed
to support financial stability monitoring. This potential for
misperception occurs because the clusters may place in dif-



ferent parts of the“magic quadrant”visualization in the tool.

Section 2 of the paper provides a review of background lit-
erature for the study. Section 3 discusses the two-phase
methodology that we followed in our experiments as well as
description of the dataset. Experimental results have been
highlighted in Section 4 followed by our conclusion in Sec-
tion 5

2. BACKGROUND LITERATURE
From the perspective of machine learning, data clustering is
an unsupervised learning algorithm with the principal task
of partitioning a set of unlabeled data objects into homoge-
nous groups with a similar pattern. Cluster analysis is a
fundamental operation in many data analysis and informa-
tion retrieval procedures [5], [6], [7], [8], [9], [10]. In finance,
clustering algorithms have been widely used in applications
such as market segmentation [11], credit scoring [12], [13]
and bankruptcy prediction [14], [15], [16], [17]. The pattern
recognition community has proposed hundreds of clustering
algorithms.[18], [19], [20], [21], [22].

Clustering techniques are heuristic approaches, and no two
algorithms will generate the same results [23], [24]. In ad-
dition, no single method can identify every kind of cluster
shape and structure. A number of possible solutions exist for
the problem of cluster variability. Given a dataset, there are
two main approaches:, 1) applying a set of different cluster-
ing algorithms; or 2) applying one clustering technique but
with different parameter adjustments at each round. The re-
sults are typically stored in multiple cluster sets or a cluster
ensemble [23]. It may be difficult to sort or filter multi-
ple, theoretically plausible cluster datasets based on a priori
quantitative measures or domain knowledge [24]. One so-
lution to this problem is to identify the so-called “stable”
clusters that consistently contain the same records across
the results of different methods. Examples of such attempts
to evaluate cluster ensembles include [25], [26], [27], [28].

3. EXPERIMENT METHODOLOGY
To determine the effects of different clustering techniques
on how an analyst might perceive the riskiness of different
portfolios in the context of our prototype visual analytics
system, we designed a two-phased experiment. In phase one,
we applied three different clustering techniques to samples
of our data set to determine the degree of variability within
and between portfolios formed from samples of the data. In
the second phase, we imported a sample portfolio created in
the first phase into our prototype visual analytics tool—the
RiskMapper—to determine the effect of any variability on
visualization of the riskiness of the portfolios.

3.1 Dataset
The CRSP database is a well-known comprehensive database
for historical security prices and returns information. It con-
tains various financial datasets such as US Stock, US Trea-
sury, Historical Indexes, etc. [29]. In our experiments, we
use the CRSP US Stock database, comprising daily market
and corporate action data for securities with primary listings
on the New York Stock Exchange (NYSE and NYSE Amex),
NASDAQ Stock Market, and Archipelago Exchange. Our
sample covers sixteen years’ worth of daily data, from Jan-

uary 1998 to December 2013, for the full CRSP equities uni-
verse. This period encompasses the period where financial
crisis of 2007-2009 occurred. This dataset contains more
than 29 million records, i.e. data objects, of daily stock
transactions.

3.2 Phase One Treatment
In Phase One, we generated portfolios with three different
clustering algorithms and visualized the correlation between
the clustering methods using Kosara et al.’s parallel sets [30]
and traditional parallel coordinate plots. Because this is a
data-driven approach, one might naively assume that differ-
ent clustering methods would generate similar results, with
slight variations from one to another. A macroprudential
analyst is likely to focus on the response of the final risk
calculations to exogenous economic factors, rather than on
the impact of a technical choice of a portfolio-selection rule.

To determine these effects, we tested two standard partition-
based clustering techniques, i.e. K-means and K-medoids
(partition around medoids (PAM)) [31], and one hierarchi-
cal clustering technique against the dataset. In the first set
of experiments, we extracted six subsets by random sam-
pling of the original data, where each sample contains 10,000
records. For the implementation of the clustering algorithms,
we appied R’s built-in functions kmeans, pam and hcluster,
respectively, using the default parameter settings for each
method (e.g., squared Euclidean distance as the default dis-
tance measure in K-means), and setting the number of clus-
ters at 7 as suggested by R’s optimization function. The
clusterings produced a four-dimensional vector in a cluster
ensemble matrix, where each row corresponds to a particu-
lar stock and columns represent the stock’s ID and cluster
into which particular stocks had been placed using each of
the three clustering techniques. This matrix was the input
to the visualizations.

Another way of assessing variations between different clus-
tering techniques is to treat the time dimension as an inde-
pendent variable and observe the results in a single trading
day. Instead of random sampling of the data, in the sec-
ond set of Phase One experiments, we examined the cluster
variations by choosing the data of a single day (we selected
4 Jan 2007 at random) as the input data and applied the
same clustering algorithms and parameter settings to the
data. The results appear in Section 4.1.

3.3 Phase Two Treatment
Phase Two entailed importing the sample portfolios created
by the three clusterings from Phase One into the RiskMap-
per tool to see how the system projected the riskiness of each
portfolio. For Phase Two, we used the Phase-One samples
imported that treated the time dimension was treated as
an independent variable, since time is a necessary input for
computation of the risk measures used in the RiskMapper
tool.

3.3.1 Description of RiskMapper tool
The RiskMapper is a prototype visual analytics tool [32]
designed to aid macroprudential supervisors in monitoring
financial stability. Visual analytics is defined as the “sci-
ence of analytical reasoning facilitated by interactive visual



Figure 1: Results of clustering methods on the first
subset of the CRSP Stock Daily using Parallel Sets
(top) and parallel coordinate plot (bottom).

interfaces,” [33] and is a relatively new approach that may
be esepcially valuable in exploring and understanding the
vast amounts of heterogeneous and uncertain data when the
objectives and outcomes of analysis are exploratory. In the
RiskMapper, portfolios of financial contracts (e.g., stocks)
are plotted on a “magic quadrant” visualization. The x and
y axes of the quadrant map invariant relationships that are
functionally related across different systemic financial pro-
cesses. The approach originates from the field of cognitive
systems engineering and representation design, with appli-
cations in the analysis and design of complex systems such
as nuclear power plants [34]. The implementation of the
RiskMapper in this study represents “riskiness” in terms of
liquidity (x axis) and market attractiveness (y axis). As
the measure for market attractiveness we used an imple-
mentation of the absorption ratio of Kritzman et al. [35].
The liquidity measure is an implementation of Kyle and
Obizhaeva’s price-impact measure, [36], [37], [38]. Against
these axes, we can then portray the performance of the
stocks in relation to these functional invariants. In our
study, we computed market capitalisation of the stocks -
one possible performance indicator of a company’s net worth
- and portrayed it in relation to the axes. Such a por-
trayal would present dangerous situations such as highly
capitalised stocks operating under high risk conditions, en-
abling regulators to monitor the performance of these stock
portfolios and perhaps providing them with early warning
signals. The RiskMapper [32] is still under development and
the efficacy of the measures on the x and y axes are likely
to change in subsequent versions of this tool.

4. EXPERIMENT RESULTS
4.1 Phase One Results
The results of the Phase One experiments appear in Fig-
ure 1, Figure 2 and Figure 3. The figures show the corre-
lation between the results of distinct clustering techniques
using parallel sets visualization [30] and parallel coordinate
plots. The advantage of parallel sets is that they show the
density of each cluster by the thickness of the bars; the paral-

Figure 2: Results of clustering methods on the sec-
ond subset of the CRSP Stock Daily using Parallel
Sets (top) and parallel coordinate plot (bottom).

lel coordinate plot better illustrate the paths in which clus-
ters vary. Figure 1 and Figure 2 show the result of two
selected samples of the CRSP data, each containing 10,000
records. There are differences across the clustering tech-
niques within a given sample, as well as variation across
samples. For instance, in Figure 1, cluster number 4 in the
K-mediods approach (coloured in blue) belongs to two dis-
tinct clusters in the K-means, but is back to one cluster in
the hierarchical approach. Similarly, in Figure 2, clusters
number 1 (coloured in green), 2 (coloured in purple), and
a portion of 3 (coloured in orange) in the K-medoids merge
into one cluster in both the K-means and the hierarchical
approach. The paths that each of the clusters follow from
one to another are more apparent in the parallel coordinate
plot at the bottom of each figure. Figure 3 shows the results
of clustering on a single trading day that illustrates a simi-
lar behaviour in cluster variations. This considers only the
699 stocks that appeared in the CRSP data as trading on 4
Jan 2007. In this example, variations between the methods
are even higher than the previous two samples. Although
this single day of trading is non-representative, selection of
a single day of trading was sufficient for our initial proto-
type. The objective of the experiment was to to draw atten-
tion to a key factor in analysts’ perception of systemic risk,
which is grouping the financial transactions using different,
but similar, mathematical techniques. Nevertheless, future
experiments will be carried out with dates other than the
first or last days of a trading year.

The results clearly show inconsistency between the outputs
of different clustering methods. However, one concern is
how these variations may affect an analyst’s perception of
systemic risk. Therefore, the cluster ensemble needs to be
plotted on the RiskMapper tool.

4.2 Phase Two Results
The results of Phase Two appear in Figures 4, 5, and 6.
The x axis of the RiskMapper refers to liquidity measure,
represented by phigh, which shows the probability that the



Figure 3: Results of clustering methods of the CRSP
data of 04/Jan/2007 using Parallel Sets (top) and
parallel coordinate plot (bottom)

equity (or cluster) is in a state of high liquidity as defined by
the price-impact measure, [36, 37]. The y axis corresponds
to the market attractiveness represented by the absorption
rate over a lagging twenty-day period. Figure 4 illustrates
the result of mapping the portfolios formed via the K-means
method. Here, each dot represents one cluster. The size of
each dot indicates market capitalization of the stocks in the
portfolio, not the size of the given portfolio. Sizes can be
quite large in absolute terms even if the dot in the visual-
ization is small because of the portfolio’s relative proportion
of total market capitalization. The result of K-medoids, de-
picted in Figure 5, shows an interesting behaviour. Cluster
number 1 (indicated by the arrow) appears in the “high risk”
quadrant of the RiskMapper. This cluster is, in fact, the
largest cluster among the other six clusters, (see the parallel
sets plot in Figure 3), even though the dot is small (because
of the proportion of total market capitalization represented
by the portfolio). The result of hierarchical clustering also
varies significantly . There we see that cluster number 4
stands apart from the other clusters.

5. CONCLUSION
The results demonstrate the variability in portfolio forma-
tion that can occur using different clustering techniques and
their possible effects on risk perception when imported into
a visual analytics tool. These results are very preliminary,

Figure 4: Results of the K-means clustering on the
RiskMapper.

Figure 5: Results of the K-medoids clustering on
the RiskMapper. Note the location of the small dot
pointed by the arrow in the High Risk quarter.

Figure 6: Results of the Hierarchical clustering on
the RiskMapper.



but suggest several avenues for future research. One limi-
tation of this exploratory study is that we have only used
samples of the CRSP dataset. A future direction will be
to test for the same effects using the entire CRSP dataset,
different time slices of the dataset and different dimensions
e.g. risk weighting of the stocks. Another limitation is that
we have explored only three out of many possible clustering
techniques. In future, we would also like to explore the ef-
fects of other techniques, and for all of these techniques, the
effects that occur when the number of clusters is adjusted
up or down. Furthermore, while we have shown that there
is significant variability between clustering techniques, re-
sulting in differences in placement of the portfolios on the
RiskMapper plots, we do not know the effect of this variabil-
ity on analysts’ perception of the dots. That is, will analysts
perceive the portfolios as “risky” or not. Thus, a future di-
rection of study is to conduct controlled experiments to as-
sess the effects of dot placement on visual perception of the
relative riskiness of portfolios.

In spite of the limitations, these initial exploratory results
highlight that it is important for analysts to be aware of
the effects of different clustering techniques on portfolio for-
mation and downstream risk assessment. The results also
underscore the value of building in interactions in visual an-
alytics tools, and possibly other types of analytics tools as
well. Such interactivity would enable analysts to experiment
and change between different clustering/portfolio formation
techniques to facilitate exploration and iterative represen-
tation of the data space. In this way, analysts avoid the
potential for model risk that arises from use of a single clus-
tering technique for aggregation or summarization of large,
high dimensional datasets. Exploring ways to implement
this functionality into the RiskMapper tool, and testing the
results, will also be a future direction of our research.
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