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The financial system operates through a complex set of networks, and a variety of operational failures can disrupt those networks. If defenses and recovery efforts fail, such disruptions can threaten financial firms or even the stability of the financial system. This brief explains network modeling, one tool the OFR uses to understand threats to financial stability. Models reveal the most important players in networks and the most effective defense strategies. Some network structures are more resilient to random failures, such as those caused by natural disasters. Others are more resilient to targeted incidents, such as hacks. Coordination among regulators and industry is vital for a strong defense.

The modern financial system relies on a web of networks: electrical networks such as power grids, technical networks such as computer systems, and financial networks such as intermediation chains. Each network is exposed to its own strain of threats and needs its own self-protection strategy. However, networks are also dependent on other networks. Operational failures or incidents in one network can spread through contagion to the rest of the system.

Consider the power outage that began on Aug. 14, 2003. It started with a high-voltage line failing in Ohio. The electric power grid through which utilities share power when needed allowed the outage to cascade through southern Canada and the northeastern United States, leaving as many as 50 million people in the dark, some for days. All told, the event caused about $6 billion in losses. What started as an electrical outage ended up having far-ranging impacts.

Another example is the September 2017 hack of Equifax, the credit-reporting agency. Hackers reportedly stole financial information about 145 million Americans. The hackers’ goal might have been only the theft of information that could be resold or used for other purposes, not to disable Equifax or threaten the financial system more broadly. Nevertheless, the damage to the financial system could have been greater. Operational incidents can threaten financial stability through three main channels. They can (1) disrupt the operations of a financial firm that provides critical services, (2) reduce confidence in firms and markets, or (3) damage the integrity of key data. The OFR has highlighted these contagion channels in previous
publications. Any of those three channels could provide a path for contagion from one firm to the wider financial system.

At the OFR, we study networks to better understand the plumbing of the financial system and identify potential weaknesses in network structures and defenses. Economists use a number of tools to study different types of networks, including electrical networks, technical networks, or financial intermediation networks. These “network models” can help regulators and the financial industry better understand the security and resilience of financial networks and thus assist them in designing better defenses to reduce the three channels of risk discussed above.

The OFR has been analyzing networks since its inception. Much of that analysis has focused on the exposures of financial firms to counterparties through the firms’ asset holdings. One firm’s default can set off a cascade of defaults to other firms through the network of exposures. For instance, an OFR working paper on the market for credit default swaps traded through central counterparties (CCPs) showed that peripheral firms may be a greater source of contagion than the CCP itself.

The network models discussed in this brief extend our previous work on contagion to a range of different markets and network types.

Network models also bring to light real-world design trade-offs. For example, models reveal that some network defenses are more resilient to random failures, such as from natural disasters or random power outages. Other defense configurations are more resilient to targeted incidents, such as computer-system hacks.

This brief shows how network models help in understanding the impacts of operational incidents and in building better defenses. It then looks at the dangers of decentralized approaches to network security and recommends other approaches.

**Network Model Basics**

Networks are fundamental building blocks of the financial system. Most major financial markets operate through networks — not only information technology networks, but also other kinds of relationships. Credit default swaps trading, interbank lending, and equity markets operate through networks, some more formal than others. The operational, messaging, and computer systems underlying these markets can be represented as networks. Formal and informal networks are potential sources of financial instability because financial or operational failures could spread through them. Understanding how networks operate can help promote financial stability.

Although financial and computer networks are complex, they can be represented in a simple fashion through the framework of network analysis.

Network analysis starts by modeling a network as a group of entities represented by nodes and links. Each node represents a participant. Depending on the type of network, a participant could be a financial institution, a component of a firm’s computer system, or a payment hub.

A link between two nodes represents a connection between two participants. This connection could represent a variety of interactions depending on the market or system being modeled. For example, it could represent a financial exchange, such as an extension of credit, or a technical interaction, such as messaging between two parties. A link could even represent shared exposures, as might arise for firms using the same software platform.

Two linked nodes are called neighbors. A path between two nodes exists if a series of links goes from one node to the other. The shortest path is the one with the fewest links between nodes.

An adjacency matrix is a table of ones and zeroes that helps in analyzing a network. A one in the matrix represents a link between two nodes. A zero represents no link. Figure 1 shows a simple network with its adjacency matrix. Node B is linked to Nodes A and C, while Nodes A and C are not linked directly. However, a path connects Nodes A and C through Node B. The length of this path can be described as two because two links must be traversed.
How Important Is Each Part of a Network?

An adjacency matrix enables calculation of several network metrics. Centrality metrics identify the significance of a node (for example, a market participant or firm) to a network. This information helps pinpoint the nodes most vulnerable to incidents or most critical to protect.

Different centrality metrics are useful for different purposes. For instance:

- **Degree centrality** measures the number of neighbors of a node. The more neighbors a node has, the more entities that node interacts with and so the more critical the node is to the network.

- **Betweenness centrality** measures how often a node is in the shortest path connecting two other nodes. A node in more of the shortest paths means the node could be involved in intermediating more transactions with other nodes. Its disruption would impair these transactions.

- **Closeness centrality** measures how close on average a node is to other nodes through the shortest path. Being closer to other nodes means the node can interact with those nodes more easily, or spread contagion to them more quickly.

For the simple network in Figure 1, Node B is the most central according to all three of these metrics. However, in other networks, different nodes might be most central according to different metrics. Figure 2 depicts a more complicated network. This network features three nodes, or hubs, that have significantly more links than the other nodes. Node A has the most direct links among the three hubs (seven links compared with six for Node B and five for Node C), giving it the highest measure of degree centrality in the network. Because Node A has the most links, its impairment would directly disrupt the most interactions within the network. For instance, if Figure 2 represented trading in an over-the-counter securities market, the impairment of institution A’s operational systems would directly disrupt the most trades. As another example, a power outage at Atlanta’s airport in December 2017 was particularly damaging because that’s the world’s busiest
airport. Hundreds of flights were cancelled because of the incident, affecting passengers in not only Atlanta, but also many other cities. An incident at an airport with a lower degree centrality would not have affected as many flights or passengers, leading to less damage to the transportation network overall.

On the other hand, Node B is in more of the shortest paths that run between two nodes. Many of the nodes connected to Node B can access the rest of the network only through Node B, giving Node B the highest measure of betweenness centrality. This metric is important in networks in which information is transmitted across chains of nodes, such as a network for sharing credit ratings. An operational disruption to Node B could debilitate the network because rerouting the information flow through other paths could be costly or even impossible.

Node C, which is directly linked to Node A and Node B, can reach all other nodes in a small number of steps either through its own links or through these two hubs. Although Node C has the fewest direct links of the three hubs, it is the only hub directly linked to both other hubs, giving it the highest measure of closeness centrality. This metric is critical when considering cyber incidents that could spread from one firm’s systems to another through contagion. In the presence of contagion, as in the 2003 electrical outage, this node would be critical to defend because it could spread contagion most quickly to other nodes in the network.

The Next Step: Defense Models

Although centrality metrics provide information about the criticality of different firms in a network, the questions they can address are limited. Network defense models help fill the gap. They best address questions about the damage cyber incidents can cause, how to best design financial networks, and the value of regulatory harmonization.

Network defense models build on basic network analysis by incorporating incidents against nodes, node defenses, and contagion. The standard model assumes a designer and an adversary are playing a game in which the adversary’s effort can be targeted or random. This framework is general and can represent a variety of circumstances. For example, the designer could represent a regulator or a securities exchange owner, and the adversary could represent a malicious actor or an electrical power outage.

The designer can shape the network by setting up links, establishing defenses at nodes, or both. Better defenses at a node reduce the probability that an incident at the node would be damaging. Because the designer’s resources are limited, fully defending all nodes would usually be too costly or technologically impossible. The designer must be strategic in choosing which nodes to defend.

After the designer sets up the defense structure, the adversary goes after nodes in the network, either at random or strategically. Affected nodes are assumed to be disabled. Through contagion, such nodes spread the impact to their neighbors. The overall damage done by the incident would depend on the network structure and defenses.

Contagion is a critical force to consider in establishing network defenses. The connections in the network can act as paths for threats. Many adversaries try to exploit these paths by infecting a few nodes and then going after other nodes linked to the initially infected ones. A seemingly minor initial incident can quickly become much more dangerous and destructive. For example, according to public reports, the NotPetya cyber incident in June 2017 began when an accounting software update was compromised. The incident spread malware across the computer networks of organizations in more than 60 countries. The damage was enormous, and some affected companies each reported losses of more than $100 million.

Different Threats, Different Defenses

The optimal defense structure varies depending on whether the anticipated incident is random or targeted. Random incidents hit nodes by chance. They may be acts of nature or the equivalent, such as hurricanes and electrical power outages, that cause operational failures and disable financial institutions. Random incidents also could be the work of human adversaries that strike nodes at random because they have limited information about the most vulnerable node. In contrast, targeted incidents pinpoint the most vulnerable nodes.
in a network. They might be the work of malicious actors who have detailed knowledge of the system and know which nodes to target to cause the most damage to certain firms or to the financial system.

The network designer must account for the nature of an anticipated incident when setting up network defenses. The designer can spend fewer resources on defense against random incidents by leaving some nodes relatively undefended because lower defenses do not increase the chance of such incidents. If the probability of an incident is low — for example, a node is in a region unlikely to be hit by a natural disaster — then leaving the node undefended could be more cost-effective.

However, networks with major vulnerabilities could be crippled by targeted incidents. Adversaries could exploit these vulnerabilities for maximum damage. Protecting every node against targeted incidents is typically not possible. Unless the designer has the resources to completely protect every node, the adversary could probably inflict damage by targeting less-protected nodes. The designer must structure the network defenses to minimize losses.

For example, suppose the adversary targeted a single node in the network in Figure 2. That node would fail unless protected. Through contagion, nodes directly linked with the first node would also fail unless protected. If the designer could protect only one node in the network from failure, which node would be the best to protect? The designer would aim to maximize the number of links remaining after the incident.

Figure 3 shows the average number of links that would remain if that node were the one protected from failure against a random incident that hit each node with equal probability. Node A would be the best to protect; Node B, the second best; and Node C, the third best. This ranking matches the ranking of the number of links each hub has initially (that is, the hub’s degree centrality score).

In contrast, in a targeted incident the adversary may have detailed knowledge of the network’s structure and defenses. In the example in Figure 4, the adversary is an enemy actor that always targets the node whose disruption would cause the most damage to the system. For instance, if Node A were protected,
targeting Node B would cause the most damage. Such a targeted incident would destroy the links of Node B and the links of all nodes directly connected to it, leaving six links in the network. On the other hand, if Node B were protected, targeting Node A would cause the most damage. The links of Node A and the links of all nodes directly connected to it would fail. Only four links would remain in the network. In either case, many fewer links would remain than after a random incident, an illustration of the additional risk targeted incidents can pose.

The relative ranking of hubs also differs for a targeted incident. Node C, which was the third best to protect from a random incident, is now tied with Node A for the most important node to protect from a targeted incident because it is connected to both other hubs. Contagion would give an adversary the opportunity to take out all three hubs by targeting Node C — the one with the highest level of closeness centrality. Closeness centrality is especially relevant if contagion is a risk.

This example shows the need to consider the type of shock when designing network defenses. In practice, random and targeted shocks are both possible. The relative likelihood of each type of shock would need to be weighed when choosing the appropriate defense structure.

Choosing the Network Structure

In the example in the previous section, the designer’s job would be to erect defenses in an established network structure. In some network defense modeling, the designer also determines how nodes are linked. That means the designer must weigh the strengths and weaknesses of possible structures.

One structure that can be particularly effective is the center-protected star network, or CP-star, named after its shape. In a CP-star network, one node is at the center, and the other nodes are at the periphery. The central node is strongly protected, but peripheral nodes may be less protected. With the central node fully protected, contagion cannot spread when a peripheral node is impaired by an incident. The network will probably withstand an incident with limited losses. For example, in a financial setting, a CP-star structure might represent the market for standardized derivatives cleared through a single central counterparty. A node in this network would be an individual firm and its operational systems, and a link would be a submitted transaction. In such a market, the CCP’s operational systems should be heavily fortified against cyber incidents. Figure 5 shows a simple CP-star network. Node C is central, and the P nodes are peripheral.

A 2016 incident in which $81 million was stolen from Bangladesh’s central bank shows both the strengths and weaknesses of a CP-star structure. In the incident, still-unidentified hackers penetrated Bangladesh Bank’s computer system. They sent fraudulent payment messages that were authenticated through the international Society for Worldwide Interbank Financial Telecommunication (SWIFT) network. In this incident, only a peripheral node was compromised. The well-protected central node appears to have blocked further contagion. If the entire SWIFT system had been compromised, the result could have been much more damaging and perhaps systemic.

However, in SWIFT’s CP-star structure, the peripheral nodes each have much of the responsibility for their own security, illustrating the potential downside of a decentralized approach to network defense. SWIFT did not impose strict security requirements on its members.
Bangladesh Bank was following its own internal security protocols. Differences in security among institutions may explain why the core SWIFT system itself was not hacked, but Bangladesh Bank was. SWIFT has since implemented programs to improve its customers’ security protocols.\textsuperscript{12}

CP-star networks tend to be resilient, but they are not always the best choice. For example, if fully protecting the central node is not feasible, an incident impairing the center could debilitate the rest of the network. A designer trying to guarantee that some nodes survive such an incident might be better off separating the network into multiple unconnected parts.\textsuperscript{13}

Figure 6 shows such a structure. Instead of a single central node to which all other nodes are connected, the network is broken into three distinct smaller networks, called \textit{components}. An example of this structure would be a group of banks that each transact with different clients. With this defense structure, an incident that affects any single component cannot spread to others, so an incident is easier to contain. The disadvantage is that because not all nodes in the network are connected, not all nodes can transact with each other. This shortcoming may reduce functionality or increase costs. For instance, splitting up a CCP network among multiple CCPs could increase overall clearing costs because of less efficient netting of transactions.\textsuperscript{14} When choosing the network structure, the designer must weigh such costs against gains in resilience.

Real-world networks are more complex than either a single CP-star or a multiple-components network of several CP-stars. However, such networks can still be analyzed using network defense models, and the lessons should still hold at a broad level.

**Dangers of Decentralization**

In many real-world settings, defense decisions are made by network participants independently from other participants, rather than by a single designer. For instance, financial institutions might set up their information technology systems according to their own internal procedures, consistent with any regulatory requirements. Lack of regulatory harmonization among regulators or countries can result in institutions having different security levels. If different firms are subject to different regulatory standards, the resulting system may suffer from a lack of coordination.

Decentralized decision making can lead to critical lapses in network defenses. Network defense models can be used to examine these issues. One way to incorporate decentralization into the models is to assume that a designer would choose which nodes are linked, but each node would choose its own defense investments.\textsuperscript{15} For instance, a financial regulator could require central clearing of derivatives, which imposes a star network structure on the market. However, that regulator may not have the authority to set operational risk regulations for firms that trade in the network. Even though market structure and operational risk policies are closely related, they can be seen as separate issues within and among regulators.

A decentralized network defense strategy can result in underinvestment in defense if entities choose defense investments without regard for other participants. In the presence of contagion, an infected node will harm its neighbors, so investing in a strong defense benefits not only the node itself but also the node’s neighbors. A firm that pays attention only to its own needs might...
invest less on defense than would be beneficial for the system as a whole. In the aggregate, the result could be an insufficiently protected network.

Decentralization may also prevent the designer from using the CP-star structure even though it might be preferred if decisions were centralized. As a stark example, suppose that the central node in Figure 5 had the incentive to underinvest in its own security because it was not required to spend more. The entire network could then be vulnerable to collapse from an incident that hobbled this central node. In this case, the designer would need to separate the network into smaller pieces, as in Figure 6, to prevent incidents from propagating. In this way, a lack of coordination could have significant implications for optimal network design.

**Conclusion**

Large and interconnected networks are crucial to our modern financial system. The OFR uses network analysis to identify critical institutions in these networks and provide information that can help regulators. Network models produce useful insights for defending against operational risks. One insight is that different network structures may be required to defend against targeted versus random incidents. Another insight is that decentralized decisions about network defense can result in dangerous underinvestment in security.

Network models are one of several tools regulators have to address such issues. Regulators can combine network models with other methods and with empirical data as they perform testing. More detailed data and sophisticated models can allow for better results. Used appropriately, network models can assist in developing policies that enhance network resilience and support financial stability.

Awareness of network models also benefits industry participants. Firms should consider their roles within their networks, and analyze potential issues arising from contagion from neighbors or counterparties. With such awareness, firms could better set their security standards to protect against incidents. Greater cooperation and information sharing among firms would also mitigate the negative effects of decentralized decision making and improve system resilience.
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